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This is a discuss on the initial value problem for semilinear fractional Schrödinger integro-differential equation

\[
\frac{du}{dt} + Au = \int_{0}^{t} f(s, D_{s}^{\alpha} u(s)) \, ds, \quad 0 < t < T, \quad u(0) = 0
\]

in a Hilbert space \(H\) with a self-adjoint positive definite operator \(A\). First and second order of accuracy difference schemes for the approximate solution of differential problem are presented. Theorems on existence and uniqueness of the bounded solutions of these semilinear Schrödinger differential and difference problems are established. In practice, existence and uniqueness theorems for a bounded solution of the initial boundary value one-dimensional problem with nonlocal condition and multi-dimensional problem with local condition on the boundary are proved. Numerical results and explanatory illustrations are presented on one and multi-dimensional problems to show the validation of the theoretical results.
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1. Introduction

In recent years, fractional calculus paves the way for scientists in various fields to model their nonlinear phenomena more precisely [1]-[5].

This permits in new application fields for fractional equations: population dynamics, image processing, acoustics, electromagnetism, signal processing, information sciences, communications etc.[6]-[9].

However, modelling of real world problems in differential equation forms raise the necessity for exact or approximate solutions of these differential problems. It is well known that nonlinear problems are difficult to handle with either analytical or numerical approaches. Fractional Schrödinger problems appear in different studies with fractional order derivative in time, space or both directions. Nonlinear versions are also various and they are studied extensively in many different ways. Nonlinear fractional Schrödinger problems are studied in many papers including but not limited to [10]-[15].

Furthermore, papers on physical properties of fractional Schrödinger equations prove the strong relation of mathematical improvements and the physical phenomena they refer [16]-[19].

However, time fractional nonlinear problems are studied rarely in the literature [20]-[23].
Implemented methods include meshless techniques, matrix functions, finite element method, Lie group analysis method and so on. However, finite difference schemes are not investigated well for nonlinear time fractional Schrödinger equations. In the papers on finite difference methods for linear fractional Schrödinger equations, fractional derivative appears in space variables [24]-[27].


It is known that classical numerical techniques like finite difference method preserve their importance due to their well-established theory and useful properties like stability [28]-[34].


Multidimensional problems arise in real world problems frequently. Paper [35] is one of rare studies on high order approximation of a nonlinear two-dimensional fractional Schrödinger problem.


In recent publications, stability of initial boundary value problems for linear fractional Schrödinger differential equations are studied with different approaches (See [37]-[39], [BH] and references therein). However, the nonlinearity turns problem (1) into a challenging one.
In the present paper, we consider a nonlinear time fractional Schrödinger integro-differential problem

\[
\frac{d}{dt} u(t) + A u = \int_0^t f(s, D_s^\alpha u(s)) \, ds, \quad 0 < t < T, \quad 0 < \alpha < 1, \quad u(0) = 0 \quad (1)
\]

in a Hilbert space \( H \) with a self-adjoint positive definite operator \( A \). Here

\[
D_t^\alpha = D_{0+}^\alpha
\]

is the standard Riemann-Liouville’s derivative of order \( \alpha \in (0, 1) \).

In this paper, problem (1) is investigated with both theoretical and numerical approaches. Besides first order accurate difference scheme, various second order of accuracy difference schemes are presented. Since high order algorithms have great advantages in real world applications, the present paper fills the gap by presenting second order accurate approximation for \( n \)-dimensional nonlinear fractional Schrödinger problems with applying of operator approach.

2. A fractional Schrödinger integro-differential equation

Let \( H \) be a Hilbert space, \( A \) be a positive definite self-adjoint operator. Throughout this paper, \( \{ e^{iAt}, \ t \geq 0 \} \) is the strongly continuous exponential operator-function. Now let us give the following estimate that will be used soon:

\[
\| e^{iAt} \|_{H \to H} \leq 1 \quad (2)
\]

A function \( u(t) \) is called a solution of problem (1) if the following conditions are satisfied:

(i) \( u(t) \) is continuously differentiable and \( \int_0^t f(s, D_s^\alpha u(s)) \, ds \in H \) on the segment \([0, T]\).

(ii) The element \( u(t) \) belongs to \( D(A) \) for all \( t \in [0, T] \), and the function \( Au(t) \) is continuous on segment \([0, T]\).

(iii) \( u(t) \) satisfies the fractional differential equation and initial condition (1).
The procedure of proving theorem on the existence and uniqueness of a bounded solution of problem (1) is based on reducing this problem to an integral equation

\[ u(t) = - \int_0^t i e^{iA(t-y)} \int_0^y f(z, D_z^\alpha u(z)) \, dz \, dy \]  

(3)
in \( H^\alpha \) and the use of successive approximations. Here, \( H^\alpha \) \((0 < \alpha < 1)\) is the Banach space consisting of all abstract functions \( v(t) \) having a fractional derivative of order \( \alpha \), defined on \([0, T]\) with values in \( H \) for which the following norm is finite:

\[ \| v \|_{H^\alpha} = \max_{0 \leq t \leq T} \| D_0^\alpha v(t) \|_H + \max_{0 \leq t \leq T} \| v(t) \|_H. \]

Moreover, the Banach space \( C^{(\alpha)}([0, T], H) \) \((0 < \alpha < 1)\) is the space obtained by completion of all smooth \( H \)-valued functions \( v(t) \) on \([0, T]\) in the norm

\[ \| v \|_{C^{(\alpha)}([0, T], H)} = \| v \|_{C([0, T], H)} + \sup_{0 \leq t < \tau \leq T} \frac{\| v(t + \tau) - v(t) \|_H}{\tau^\alpha}. \]

Here, \( C([0, T], H) \) stands for the Banach space of continuous functions \( v(t) \) defined on \([0, T]\) with values in \( H \) equipped with the norm

\[ \| v \|_{C([0, T], H)} = \max_{0 \leq t \leq T} \| v(t) \|_H. \]

We have that

\[ u'(t) = -i \int_0^t f(z, D_z^\alpha u(z)) \, dz + \int_0^t A e^{iA(t-y)} \int_0^y f(z, D_z^\alpha u(z)) \, dz \, dy \]

\[ = -i \int_0^t e^{iA(t-y)} f(y, D_y^\alpha u(y)) \, dy. \]  

(4)

Then

\[ D_t^\alpha u(t) = \frac{1}{\Gamma(1 - \alpha)} \int_0^t u'(p) \, dp \quad \frac{d}{(t - p)^\alpha} \]  

(5)

\[ = -\frac{i}{\Gamma(1 - \alpha)} \int_0^p e^{iA(p-y)} f(y, D_y^\alpha u(y)) \, dy \, \frac{dp}{(t - p)^\alpha}. \]

The recursive formula for the solution of problem (1) is

\[ D_t^\alpha u_j(t) = -\frac{i}{\Gamma(1 - \alpha)} \int_0^p e^{iA(p-y)} f(y, D_y^\alpha u_{j-1}(y)) \, dy \, \frac{dp}{(t - p)^\alpha}, \]

\[ j = 1, 2, \ldots, \]  

(6)

**Theorem 2.1.** Assume the following hypotheses hold:
1. The function \( f : [0, T] \times H^\alpha \rightarrow H \) is continuous, that is
\[
\|f(t, D_t^\alpha u(t))\|_H \leq \bar{M},
\] (7)

2. Lipschitz condition holds uniformly with respect to \( t \)
\[
\|f(t, D_t^\alpha u) - f(t, D_t^\alpha v)\|_H \leq L\|D_t^\alpha u - D_t^\alpha v\|_H.
\] (8)

Here and in future, \( L, \bar{M} \) are positive constants. Then there exists a unique bounded solution \( u(t) \) to problem (1) in \( H^\alpha \).

**Proof.** According to the method of recursive approximation (6), we get
\[
D_t^\alpha u(t) = D_t^\alpha u_0(t) + \sum_{j=0}^{\infty} (D_t^\alpha u_{j+1}(t) - D_t^\alpha u_j(t)),
\] (9)

where
\[
D_t^\alpha u_0(t) = 0.
\]

Applying formula (6) and estimates (2) and (7), we get
\[
\|D_t^\alpha u_{n+1}(t) - D_t^\alpha u_n(t)\|_H \leq \frac{L^n \bar{M}t^{(n+1)(2-\alpha)}}{\Gamma((n+1)(2-\alpha)+1)}
\]
and
\[
\|D_t^\alpha u_{n+1}(t)\|_H \leq \frac{\bar{M}t^{(2-\alpha)}}{\Gamma(3-\alpha)} + \frac{L \bar{M}t^{2(2-\alpha)}}{\Gamma(5-2\alpha)} + \cdots + \frac{L^n \bar{M}t^{(n+1)(2-\alpha)}}{\Gamma((n+1)(2-\alpha)+1)}
\]

for any \( n, n \geq 1 \). From that and formula (9) it follows that
\[
\|D_t^\alpha u(t)\|_H \leq \|D_t^\alpha u_0(t)\|_H + \sum_{m=0}^{\infty} \|D_t^\alpha u_{m+1}(t) - D_t^\alpha u_m(t)\|_H
\]
\[
\leq \sum_{m=0}^{\infty} \frac{L^m \bar{M}t^{(n+1)(2-\alpha)}}{\Gamma((n+1)(2-\alpha)+1)} < \infty, 0 \leq t \leq T
\] (10)

which proves the existence of a bounded solution \( u(t) \) of problem (1) in \( H^\alpha \). The boundedness of \( \frac{du(t)}{dt} \) and \( Au(t) \) in \( C([0,T], H) \) norm follow from equation (1), formula (4), the triangle inequality and estimates (7), (10). Theorem 2.1 is proved.

Now, we consider the applications of abstract result to one dimensional nonlocal and a multi dimensional local problems.

First, the mixed problem for semilinear fractional Schrödinger equation
\[
\begin{align*}
\frac{\partial u}{\partial t} - (a(x)u_x(t, x))_x + \delta u(t, x) &= \int_0^t f (s, D_s^\alpha u(s, x)) \, ds, \\
0 &< t < T, 0 < x < 1, \\
u(0, x) &= 0, \ x \in [0, 1], \\
u(t, 0) &= u(t, 1), \ u_x(t, 0) = u_x(t, 1), \ 0 \leq t \leq T
\end{align*}
\] (11)
is considered. Assume that \( a(x) \geq 0 \ (x \in (0,1)) \) is the smooth function and \( a(0) = a(1) \) and all compatibility conditions hold.

We introduce the Hilbert space \( L_2[0, 1] \) of all square integrable functions defined on \([0, 1]\). This allows us to reduce mixed problem (11) to initial value problem (1) in a Hilbert space \( H^a \) with a self-adjoint operator \( A^x \) generated by problem (11).

**Theorem 2.2.** Assume the following hypotheses hold:

1. The function \( f : [0, T] \times C^{(\alpha)} ([0, T], L_2[0, 1]) \rightarrow L_2[0, 1] \) be continuous function, that is
   \[
   \| f(t, D_\alpha^a u(t)) \|_{L_2[0,1]} \leq \bar{M}
   \]
   in \([0, T] \times C^{(\alpha)} ([0, T], L_2[0, 1]) \)
2. Lipschitz condition holds uniformly with respect to \( t \)
   \[
   \| f(t, D_\alpha^a u) - f(t, D_\alpha^a v) \|_{L_2[0,1]} \leq L \| D_\alpha^a u - D_\alpha^a v \|_{L_2[0,1]}.
   \]

Then there exists a unique solution to problem (11) which is bounded in \( H^a \).

The proof of Theorem 2.2 is based on the abstract Theorem 2.1 and symmetry properties of the operator \( A^x \) generated by problem (11).

Second, let \( \Omega \) be the unit open cube in the \( m \)-dimensional Euclidean space \( R^m : \Omega = \{ x = (x_1, ..., x_m) : 0 < x_j < 1, 1 \leq j \leq m \} \) with boundary \( S, \overline{\Omega} = \Omega \cup S \). In \([0, T] \times \Omega \). The mixed boundary value problem for the multidimensional fractional Schrödinger equation

\[
\begin{aligned}
\partial_t u - \sum_{r=1}^{m} (a_r(x) u_{x_r})_{x_r} + \delta u(t, x) &= \int_0^t f(s, D_\alpha^a u(s, x)) \, ds, \\
0 < t < T, x &= (x_1, \cdots, x_m) \in \Omega, \\
u(0, x) &= 0, \quad x \in \overline{\Omega}, \\
u(t, x) &= 0, \quad x \in S
\end{aligned}
\]

is considered. Assume that \( a_r(x) \ (x \in \Omega) \) is the smooth function and \( a_r(x) \geq 0 \) and all compatibility conditions hold.

We introduce the Hilbert space \( L_2(\overline{\Omega}) \) defined on \( \overline{\Omega} \). This allows us to reduce mixed problem (14) to initial value problem (1) in a Hilbert space \( H^a \) with a self-adjoint operator \( A^x \) generated by problem (14).

**Theorem 2.3.** Assume the following hypotheses:

1. The function \( f : [0, T] \times C^{(\alpha)} ([0, T], L_2(\overline{\Omega})) \rightarrow L_2(\overline{\Omega}) \) be continuous function, that is
   \[
   \| f(t, D_\alpha^a u(t)) \|_{L_2(\overline{\Omega})} \leq \bar{M}
   \]
   in \([0, T] \times C^{(\alpha)} ([0, T], L_2(\overline{\Omega})) \),
2. Lipschitz condition holds uniformly with respect to \( t \)
   \[
   \| f(t, D_\alpha^a u) - f(t, D_\alpha^a v) \|_{L_2(\overline{\Omega})} \leq L \| D_\alpha^a u - D_\alpha^a v \|_{L_2(\overline{\Omega})}.
   \]
Then there exists a unique solution to problem (14) which is bounded in $H^\alpha$.

The proof of Theorem 2.3 is based on the abstract Theorem 2.1 and the symmetry properties of the operator $A^x$ generated by problem (14) and the coercivity theorem for the solution of the elliptic differential problem in $L_2(\Omega)$.

3. A first order of accuracy difference scheme

For the approximate solution of (1), applying the set of grid points

$$[0, T]_\tau = \{ t_k : t_k = k\tau, \ 0 \leq k \leq N, \ N\tau = T \},$$

we propose the first order of accuracy difference scheme

$$
\left\{
\begin{array}{l}
i \frac{u_k - u_{k-1}}{\tau} + Au_k = \tau \sum_{l=1}^{k} f(t_{l-1}, D^{1,\alpha}u_{l-1}), \\
t_l = l\tau, \ 1 \leq l \leq k \leq N, \ u_0 = 0.
\end{array}
\right.
$$

In order to establish existence and uniqueness theorem of difference scheme (18) as a discrete analogy of Theorem 2.1, we introduce $H^{1,\alpha}_1, H^{2,\alpha}_2 (0 < \alpha < 1)$ normed space of all abstract mesh functions $v^\tau = \{v_k\}_{k=0}^N$ having a fractional difference derivative of order $\alpha$, defined on $[0, T]_\tau$ with values in $H$ for which the following norms are finite uniformly with $\tau$:

$$
\|v^\tau\|_{H^{1,\alpha}} = \max_{0 \leq l \leq N} \|D^{1,\alpha}v_l\|_H + \max_{0 \leq l \leq N} \|v_l\|_H,
$$

$$
\|v^\tau\|_{H^{2,\alpha}} = \max_{0 \leq l \leq N} \|D^{2,\alpha}v_l\|_H + \max_{0 \leq l \leq N} \|v_l\|_H.
$$

Moreover, the Banach space $C^{(\alpha)}([0, T]_\tau, H) (0 < \alpha < 1)$ is the normed space of all $H$-valued mesh functions $v^\tau = \{v_k\}_{k=0}^N$ on $[0, T]_\tau$ with the norm

$$
\|v^\tau\|_{C^{(\alpha)}([0, T]_\tau, H)} = \|v^\tau\|_{C([0, T]_\tau, H)} + \sup_{0 \leq k < k+l \leq N} \left\|\frac{v_{k+l} - v_k}{(l\tau)^\alpha}\right\|_H.
$$

Here, $C([0, T]_\tau, H)$ stands for the Banach space of the mesh functions $v^\tau$ defined on $[0, T]_\tau$ with values in $H$, equipped with the norm

$$
\|v^\tau\|_{C([0, T]_\tau, H)} = \max_{0 \leq l \leq N} \|v_l\|_H.
$$

In order to establish existence and uniqueness theorems for bounded solution of (18), this difference scheme is reduced to the following equivalent nonlinear equation

$$
u_k = -i \sum_{m=1}^{k} R^{k-m+1} \sum_{l=1}^{m} f(t_{l-1}, D^{1,\alpha}u_{l-1})\tau^2,
$$

where

$$R = (I - i\tau A)^{-1}.
$$

We have that

$$\frac{u_k - u_{k-1}}{\tau} = -i \sum_{m=1}^{k} R^{k-m+1} \sum_{l=1}^{m} f(t_{l-1}, D^{1,\alpha}u_{l-1})\tau$$
\[ +i \sum_{m=1}^{k-1} R^{k-m} \sum_{l=1}^{m} f(t_{l-1}, D^{1,\alpha} u_{l-1}) \tau \]
\[ = -i \sum_{m=1}^{k} R^{k-m+1} f(t_{m-1}, D^{1,\alpha} u_{m-1}) \tau. \quad (25) \]

Then, we get
\[ D^{1,\alpha}_{\tau} u_k = \frac{1}{\Gamma(1 - \alpha)} \sum_{m=1}^{k} \frac{\Gamma(k - m + 1 - \alpha)}{(k-m)!} \frac{u_m - u_{m-1}}{\tau^\alpha} \]
\[ = -i \frac{1}{\Gamma(1 - \alpha)} \sum_{m=1}^{k} \frac{\Gamma(k - m + 1 - \alpha)}{(k-m)!} \sum_{l=1}^{m} R^{m-l+1} f(t_{l-1}, D^{1,\alpha} u_{l-1}) \tau^{2 - \alpha}. \quad (26) \]

The recursive formula for the solution of difference scheme (18) is
\[ i \frac{u_k^{(j)} - u_k^{(j-1)}}{\tau} + A u_k^{(j)} = \tau \sum_{l=1}^{k} f(t_{l-1}, D^{1,\alpha} u_{l-1}^{(j-1)}), \]
\[ 1 \leq k \leq N, \quad u_k^{(j)} = 0, \quad j = 1, 2, ..., u_k^{(0)} \text{ is given.} \quad (27) \]

From (26) and (27) it follows
\[ D^{1,\alpha}_{\tau} u_k^{(j)} = -i \frac{1}{\Gamma(1 - \alpha)} \sum_{m=1}^{k} \frac{\Gamma(k - m + 1 - \alpha)}{(k-m)!} \sum_{l=1}^{m} R^{m-l+1} f(t_{l-1}, D^{1,\alpha} u_{l-1}^{(j-1)}) \tau^{2 - \alpha}, \]
\[ j = 1, 2, ..., u_k^{(0)} \text{ is given.} \quad (28) \]

**Theorem 3.1.** Let the assumptions of Theorem 2.1 be satisfied. Then, there exists a unique solution \( u^\tau = \{u_k\}_{k=0}^{N} \) of difference scheme (18) which is bounded in \( H^{1,\alpha}_{\tau} \) of uniformly with respect to \( \tau \).

**Proof.** According to the method of recursive approximation (28), we get
\[ D^{1,\alpha}_{\tau} u_k = D^{1,\alpha}_{\tau} u_k^{(0)} + \sum_{j=0}^{\infty} \left( D^{1,\alpha}_{\tau} u_k^{(j+1)} - D^{1,\alpha}_{\tau} u_k^{(j)} \right), \quad (29) \]
where
\[ D^{1,\alpha}_{\tau} u_k^{(0)} = 0. \]

Applying formula (28), estimates (7) and
\[ \| R \|_{H^1 \to H} \leq 1, \quad (30) \]
we get
\[ \| D^{1,\alpha}_{\tau} u_k^{(n+1)} - D^{1,\alpha}_{\tau} u_k^{(n)} \|_H \leq L^p M^{n+1} \sum_{p=0}^{n+1} \left( \begin{array}{c} n + 1 \\ p \end{array} \right) \tau^{(1-\alpha)(n+1-p)} \frac{(t_k)^{p(1-\alpha)+n+1}}{\Gamma(p(1-\alpha)+n+2)}. \]
and
\[
\|D^\alpha_t u_k^{(n+1)}\|_H \leq M \left\{ \tau^{1-\alpha} t_k + \frac{(t_k)^{2-\alpha}}{\Gamma(3-\alpha)} \right\} + L M \left\{ \tau \frac{t_k^2}{\Gamma(3)} + 2 \tau^{1-\alpha} \frac{(t_k)^{3-\alpha}}{\Gamma(4-\alpha)} + \frac{(t_k)^3}{\Gamma(4)} \right\} \\
+ \ldots + L^N M \sum_{p=0}^{n+1} \left( \frac{n+1}{\tau^{1-\alpha}(n+1-p)} \frac{(t_k)^{p(1-\alpha)+n+1}}{\Gamma(p(1-\alpha)+n+2)} \right)
\]
for any \( n \geq 1 \). From that and formula (29) it follows that
\[
\|D^\alpha_t u_k\|_H \leq \|D^\alpha_t u_k^{(0)}\|_H + \sum_{n=0}^{\infty} \|D^\alpha_t u_k^{(n+1)} - D^\alpha_t u_k^{(n)}\|_H \\
\leq M \left\{ \tau^{1-\alpha} t_k + \frac{(t_k)^{2-\alpha}}{\Gamma(3-\alpha)} \right\} + L M \left\{ \tau \frac{t_k^2}{\Gamma(3)} + 2 \tau^{1-\alpha} \frac{(t_k)^{3-\alpha}}{\Gamma(4-\alpha)} + \frac{(t_k)^3}{\Gamma(4)} \right\} \\
+ \ldots + L^N M \sum_{p=0}^{n+1} \left( \frac{n+1}{\tau^{1-\alpha}(n+1-p)} \frac{(t_k)^{p(1-\alpha)+n+1}}{\Gamma(p(1-\alpha)+n+2)} \right) + \ldots, 0 \leq k \leq N
\]
which proves the existence of a solution \( u^\tau = \{u_k\}_{k=0}^N \) of difference scheme (18) which is bounded in \( H^1_{\tau,\alpha} \) uniformly with respect to \( \tau \). Theorem 3.1 is proved.

Now, we consider the applications of abstract result to one dimensional nonlocal and a multi dimensional local problems.

Note that a study of discretization, over time only, of the initial value problem also permits one to include general difference schemes in applications if the differential operators \( A \) in space variables are replaced by the difference operators \( A_h \) that act in the Hilbert spaces and are uniformly self-adjoint positive defined in \( h \) for \( 0 < h \leq h_0 \).

First, mixed problem (11) for the fractional Schrödinger equation is considered. The discretization of problem (11) is provided in two steps. To the differential operator \( A \) generated by problem (11), we assign the difference operator \( A_h^\alpha \) by the formula
\[
A_h^\alpha \varphi^h(x) = \left\{ -\left( a(x) \varphi^\tau \right)_{x,r} + \delta \varphi^\tau \right\}_{1}^{M-1}, \tag{31}
\]
acting in the space of grid functions \( \varphi^h(x) = \{ \varphi^\tau \}_{0}^{M} \) satisfying the conditions \( \varphi^0 = \varphi^M, \ \varphi^1 - \varphi^0 = \varphi^M - \varphi^M-1 \). With the help of \( A_h^\alpha \), we arrive at the initial value problem
\[
\begin{cases}
\frac{d\varphi^h(t,x)}{dt} + A_h^\alpha \varphi^h(t,x) = \int_{0}^{t} f^h(s,x) D^\alpha_s \varphi^h(s,x) ds, \\
0 < t < T, x \in [0,1], \\
\varphi^h(0,x) = 0, x \in [0,1]. \tag{32}
\end{cases}
\]

In the second step, we replace problem (32) by first order of accuracy difference scheme (18)
\[
\begin{cases}
\frac{t \Delta u_k - u_{k-1}}{t} + A_h^\alpha u_k = \sum_{i=1}^{k} I^h_{i-1}(x) \tau, \ x \in [0,1], \\
f^h_k(x) = f(t_k,x_n, D^\alpha_s u_k), \ t_k = k \tau, 1 \leq k \leq N - 1, \tag{33}
\end{cases}
\]
\[
w^0_0(x) = 0, \ x \in [0,1]_h,
\]
Theorem 3.3. Let the assumptions of Theorem 3.1 be satisfied. Then, there exists a unique solution \( \{ u_h^k \}_{k=0}^N \) of difference scheme (33) which is bounded in \( H^1_{r, \alpha} \) uniformly with respect to \( \tau \) and \( h \).

The proof of Theorems 3.3 is based on the abstract Theorem 3.1 and symmetry properties of the difference operator \( A_h^r \) defined by formula (31).

Second, initial boundary value problem (14) for the \( m \)-dimensional Schrödinger equation is considered. To the differential operator \( A \) generated by problem (14), we assign the difference operator \( A_h^r \) by the formula

\[
A_h^r u^h(x) = - \sum_{r=1}^{m} (a_r(x)u_h^r)_{x_r,j_r} \tag{34}
\]

acting in the space of grid functions \( u^h(x) \), satisfying the conditions \( u^h(x) = 0 (\forall x \in S_h) \).

It is known that \( A_h^r \) is a self-adjoint positive definite operator in \( L^2_{\Omega_h} \).

With the help of \( A_h^r \), we arrive at the initial value problem

\[
\begin{aligned}
&\frac{du^h(t,x)}{dt} + A_h^r u^h(t,x) = \int_0^t f^h(s,x,D_s^{r\alpha}u^h(s,x))ds, \\
&0 < t < T, \ x \in \Omega_h, \\
&u^h(0,x) = 0, \ x \in \Omega_h.
\end{aligned} \tag{35}
\]

We replace problem (14) by the following difference scheme

\[
\begin{aligned}
&i\frac{u^h_k-u^h_{k-1}}{\tau} + A_h^r u_k = \sum_{l=1}^{k} f^h_{l-1}(x)\tau, \ x \in \Omega_h, \\
&f^h_k(x) = f(t_k, x_n, D_1^{r\alpha}u_k), \ t_k = k\tau, \ 1 \leq k \leq N - 1, \\
&u_0^h(x) = 0, \ x \in \Omega_h.
\end{aligned} \tag{36}
\]

Theorem 3.4. Let the assumptions of Theorem 3.1 be satisfied. Then, there exists a unique solution \( \{ u_h^k \}_{k=0}^N \) of difference scheme (36) which is bounded in \( H^1_{r, \alpha} \) uniformly with respect to \( \tau \) and \( h \).

The proof of Theorem 3.4 is based on the abstract Theorem 3.1 and symmetry properties of the difference operator \( A_h^r \) defined by formula (34) and on the theorem on coercivity inequality for the solution of the elliptic problem in \( L_{2h} \).

4. R-modified Crank-Nicholson difference schemes

For the approximate solution of (1), applying the same set of grid points \([0, T]_\tau\), we present the \( r \)-modified Crank-Nicholson difference schemes

\[
\begin{aligned}
&i\frac{u^h_k-u^h_{k-1}}{\tau} + Au_k = \tau \sum_{l=1}^{k} F_{l-1} (D_2^{2\alpha}u_{l-1}), 1 \leq k \leq r, \\
&i\frac{u^h_k-u^h_{k-1}}{\tau} + \frac{1}{2} Au_k + \frac{1}{2} Au_{k-1} = \tau \sum_{l=1}^{k} F_{l-1} (D_2^{2\alpha}u_{l-1}), \\
&t_k = k\tau, \ r + 1 \leq k \leq N, \ u_0 = 0.
\end{aligned} \tag{37}
\]
where

$$\sum_{l=1}^{k} f_{l-1} \left(D^{2,\alpha} u_{l-1}\right) = \begin{cases} 
\frac{1}{2} \left(f\left(\frac{1}{2}, \frac{1}{2} (D^{2,\alpha} u_1 + D^{2,\alpha} u_0)\right) + f\left(0, D^{2,\alpha} u_0\right)\right), & k = 1, \\
\sum_{l=1}^{k-1} f(t_l, D^{2,\alpha} u_l) + \frac{1}{2} f\left(t_{k-1}, \frac{1}{2} (D^{2,\alpha} u_k) + D^{2,\alpha} u_{k-1}\right) + \frac{1}{2} f(0, D^{2,\alpha} u_0), & 2 \leq k \leq N. 
\end{cases}$$

(38)

Here, second order of accuracy approximation formula for fractional derivative is defined by formula [AEC].

$$D^{2,\alpha} u_k = \begin{cases} 
\frac{1}{\Gamma(3-\alpha)2^{1-\alpha}} (-u_0 + u_1), & k = 1, \\
\frac{3^{2-\alpha}}{2^{4-\alpha} \tau^{\alpha}} \left\{ \frac{(14\alpha - 15)u_0 - (\alpha + 33)u_1}{\Gamma(4 - \alpha)} \right\}, & k = 2, \\
\sum_{m=2}^{k-1} \left\{ \frac{\tau^{-\alpha}}{\Gamma(2 - \alpha)} \eta(k - m)(u_{m-1} - u_{m-2}) + \frac{\left(u_m - 2u_{m-1} + u_{m-2}\right)\tau^{-\alpha}}{\Gamma(1 - \alpha)} \left( \frac{(k - m + 1)\eta(k - m)}{(1 - \alpha)} \right) \right\} \\
+ \frac{\left(u_m - 2u_{m-1} + u_{m-2}\right)\tau^{-\alpha}}{\Gamma(1 - \alpha)} \left( \frac{\zeta(k - m)}{(2 - \alpha)} \right) \\
+ \frac{\tau^{-\alpha}}{\Gamma(2 - \alpha)2^{1-\alpha}} (u_{k-1} - u_{k-2}) \\
+ \frac{\tau^{-\alpha}(3 - \alpha)}{\Gamma(3 - \alpha)2^{2-\alpha}} (u_k - 2u_{k-1} + u_{k-2}), & 3 \leq k \leq N, 
\end{cases}$$

(39)

where

$$\eta(r) = (r + 1/2)^{1-\alpha} - (r - 1/2)^{1-\alpha},$$

(40)

$$\zeta(r) = (r - 1/2)^{2-\alpha} - (r + 1/2)^{2-\alpha}.$$ 

(41)

In order to establish existence and uniqueness theorem for bounded solution of (37),

this difference scheme is reduced to the following equivalent nonlinear form

\[
\begin{aligned}
\quad u_k & = \left\{ \begin{array}{ll}
-i \sum_{j=1}^{k} R^{k-j+1} \sum_{l=1}^{j} F_{l-1} \left( D^{2,\alpha} u_{l-1} \right) \tau^2, & 1 \leq k \leq r, \\
-i \sum_{j=1}^{r} B^{k-r} \sum_{l=1}^{j} F_{l-1} \left( D^{2,\alpha} u_{l-1} \right) \tau^2, & r \leq k \leq r+j-1, \\
-i \sum_{j=r+1}^{k} B^{k-j} \sum_{l=1}^{j} F_{l-1} \left( D^{2,\alpha} u_{l-1} \right) \tau^2, & r+1 \leq k \leq N,
\end{array} \right. \\
\end{aligned}
\]  

(42)

where

\[
C = \left( I - iA\tau^2 \right)^{-1}, \quad B = \left( I + iA\tau^2 \right) C, \quad R = (I - i\tau)^{-1}.
\]  

(43)

For easy computation, let’s see the case when \( r = 0 \). We have that

\[
\begin{aligned}
\quad u_k & = -i \sum_{j=r+1}^{k} B^{k-j} C \sum_{l=1}^{j} F_{l-1} \left( D^{2,\alpha} u_{l-1} \right) \tau^2 \\
\end{aligned}
\]

and

\[
\begin{aligned}
\frac{u_k - u_{k-1}}{\tau} & = -i \sum_{j=r+1}^{k} B^{k-j} C \sum_{l=1}^{j} F_{l-1} \left( D^{2,\alpha} u_{l-1} \right) \tau \\
& \quad + i \sum_{j=r+1}^{k-1} B^{k-1-j} C \sum_{l=1}^{j} F_{l-1} \left( D^{2,\alpha} u_{l-1} \right) \tau \\
& \quad = -i \sum_{l=1}^{k} B^{k-l} \sum_{j=1}^{l} F_{l-1} \left( D^{2,\alpha} u_{l-1} \right) \tau, & 1 \leq k \leq N.
\end{aligned}
\]  

(44)

Then, we get

\[
\begin{aligned}
\frac{u_{k+1} - 2u_k + u_{k-1}}{\tau^2} & = -i CF_0 \left( D^{2,\alpha} u_0 \right) \\
& = -i \sum_{l=2}^{k} B^{k-l} \left( F_{l-1} \left( D^{2,\alpha} u_{l-1} \right) - F_{l-2} \left( D^{2,\alpha} u_{l-2} \right) \right), & 2 \leq k \leq N - 2.
\end{aligned}
\]  

(45)

Applying formulas (39), (43) and (45), we get

\[
\begin{aligned}
D^{2,\alpha}_\tau u_0 & = 0, \quad D^{2,\alpha}_\tau u_1 = \frac{\tau^{1-\alpha}}{\Gamma(3-\alpha)2^{1-\alpha}} \left( -i CF_0 \left( D^{2,\alpha} u_0 \right) \right), \\
D^{2,\alpha}_\tau u_2 & = -i \frac{3^{2-\alpha}(1-\alpha)^{1-\alpha}}{2^{4-\alpha}(4-\alpha)\Gamma(4-\alpha)} C \\
& \times \left( 2\alpha + 3 \right) \sum_{l=1}^{2} B_{2-l} F_{l-1} \left( D^{2,\alpha} u_{l-1} \right) \tau + (\alpha - 30) F_0 \left( D^{2,\alpha} u_0 \right) \tau.
\end{aligned}
\]

13
\[ D^2_{\tau}u_k = \sum_{m=2}^{k-1} \left\{ \frac{\tau^{1-\alpha}}{\Gamma(2-\alpha)} \eta(k-m) \left( -i \sum_{l=1}^{m-1} B^{m-l-1} F_{l-1} \left( D^{2,\alpha}u_{l-1} \right) \tau \right) + \frac{-i \tau^{1-\alpha}}{\Gamma(1-\alpha)} \left( \frac{(k-m+1)\eta(k-m)}{1-\alpha} + \frac{(k-m+1)\zeta(k-m)}{2-\alpha} \right) C \right\} \]

\[ \times \left( \sum_{l=2}^{m} B^{m-l} \left( F_{l-1} \left( D^{2,\alpha}u_{l-1} \right) - F_{l-2} \left( D^{2,\alpha}u_{l-2} \right) \right) \right) + F_0 \left( D^{2,\alpha}u_0 \right) \]

\[ - \frac{i \tau^{1-\alpha}}{\Gamma(2-\alpha)2^{1-\alpha}} C \sum_{l=1}^{k-1} B^{k-l-1} F_{l-1} \left( D^{2,\alpha}u_{l-1} \right) \tau + \frac{-i \tau^{1-\alpha}(3-\alpha)}{\Gamma(3-\alpha)2^{2-\alpha}} C \]

\[ \times \left( F_0 \left( D^{2,\alpha}u_0 \right) + \sum_{l=2}^{k-1} B^{k-l} \left( F_{l-1} \left( D^{2,\alpha}u_{l-1} \right) - F_{l-2} \left( D^{2,\alpha}u_{l-2} \right) \right) \right), 3 \leq k \leq N \] (46)

The recursive formula for the solution of difference scheme (37) is

\[ i \frac{u_k^{(j)} - u_{k-1}^{(j)}}{\tau} + Au_k^{(j)} = \tau \sum_{l=1}^{k} F_{l-1} \left( D^{2,\alpha}u_{l-1}^{(j)} \right), 1 \leq k \leq r, \]

\[ i \frac{u_k^{(j)} - u_{k-1}^{(j)}}{\tau} + \frac{1}{2} Au_k^{(j)} + \frac{1}{2} Au_{k-1}^{(j)} \]

\[ = \sum_{l=1}^{k} F_{l-1} \left( D^{2,\alpha}u_{l-1}^{(j)} \right) \tau, \]

\[ r + 1 \leq k \leq N, u_0^{(j)} = 0, j = 1, 2, ..., u_k^{(0)} \text{ is given.} \] (47)

From (46) and (47) for \( r = 0 \) it follows

\[ D^2_{\tau}u_0^{(j)} = 0, D^2_{\tau}u_1^{(j)} = \frac{\tau^{1-\alpha}}{\Gamma(3-\alpha)2^{1-\alpha}} \left( -i CF_0 \left( D^{2,\alpha}u_0^{(j)} \right) \right), \]

\[ D^2_{\tau}u_2 = -i \frac{3^{2-\alpha} \tau^{1-\alpha}}{2^{4-\alpha} \eta \Gamma(4-\alpha)} C \]

\[ \times \left( (2\alpha + 3) \sum_{l=1}^{2} B^{2-l} F_{l-1} \left( D^{2,\alpha}u_{l-1}^{(j)} \right) \tau \right) + (\alpha - 30) F_0 \left( D^{2,\alpha}u_0^{(j)} \right) \tau, \]

\[ D^2_{\tau}u_k^{(j)} = \sum_{m=2}^{k-1} \left\{ \frac{\tau^{1-\alpha}}{\Gamma(2-\alpha)} \eta(k-m) \left( -i \sum_{l=1}^{m-1} C B^{m-l-1} F_{l-1} \left( D^{2,\alpha}u_{l-1}^{(j)} \right) \tau \right) \right. \]

\[ + \frac{-i \tau^{1-\alpha}}{\Gamma(1-\alpha)} \left( \frac{(k-m+1)\eta(k-m)}{1-\alpha} + \frac{(k-m+1)\zeta(k-m)}{2-\alpha} \right) C \]

\[ \times \left( \sum_{l=2}^{m} B^{m-l} \left( F_{l-1} \left( D^{2,\alpha}u_{l-1}^{(j)} \right) - F_{l-2} \left( D^{2,\alpha}u_{l-2}^{(j)} \right) \right) \right) \tau + F_0 \left( D^{2,\alpha}u_0^{(j)} \right) \right\}, \]
\begin{align*}
&- \frac{i \tau^{1-\alpha}}{\Gamma(2-\alpha)2^{1-\alpha}} C \sum_{l=1}^{k-1} B^{k-1-l} F_{l-1} \left( D^{2,\alpha} u_{l-1}^{(j)} \right) \tau + \frac{-i \tau^{1-\alpha}(3-\alpha)}{\Gamma(3-\alpha)2^{2-\alpha}} C \\
&\times \left( F_0 \left( D^{2,\alpha} u_0^{(j)} \right) + \sum_{l=2}^{k-1} B^{k-1-l} \left( F_{l-1} \left( D^{2,\alpha} u_{l-1}^{(j)} \right) - F_{l-2} \left( D^{2,\alpha} u_{l-2}^{(j)} \right) \right) \right), 3 \leq k \leq N,
\end{align*}

\begin{equation}
F_j = 1, 2, \ldots, u_k^{(0)} \text{ is given.}
\end{equation}

**Theorem 4.1.** Let the assumptions of Theorem 2.1 be satisfied. Then, there exists a unique solution \( u^\tau = \{u_k\}_{k=0}^N \) of difference scheme (37) which is bounded in \( H_\tau^{2,\alpha} \) uniformly with respect to \( \tau \).

Note that in a similar manner as section 3, we can construct \( r \)-modified Crank-Nicholson difference schemes for the approximate solutions of problems (11) and (14). Abstract Theorem 4.1 permit us to establish theorems on the existence of a bounded solution of these difference schemes uniformly with respect to \( \tau \) and \( h \).

**5. A second order of accuracy implicit difference scheme**

For the approximate solution of (1), applying the same set of grid points \([0, T]_\tau\), we present an implicit difference scheme of the the second order of accuracy

\begin{align*}
&i \frac{u_k - u_{k-1}}{\tau} + A \left( I - \frac{i \tau A}{2} \right) u_k \\
&= \left( I - \frac{i \tau A}{2} \right) \sum_{l=1}^{k} F_{l-1} \left( D^{2,\alpha} u_{l-1} \right) \tau, 1 \leq k \leq N, \ u_0 = 0, 
\end{align*}

(48)

where \( \sum_{l=1}^{k} F_{l-1} \left( D^{1,\alpha} u_{l-1} \right), 1 \leq k \leq N \) is defined by formulas (38) and (39).

In order to establish existence and uniqueness theorem for bounded solution of (48), this difference scheme is reduced to the following equivalent nonlinear equation

\begin{equation}
u_k = -i \sum_{m=1}^{k} \left( I - \frac{i \tau A}{2} \right) P^{k-m+1} \sum_{l=1}^{m} F_{l-1} \left( D^{2,\alpha} u_{l-1} \right) \tau,
\end{equation}

where \( P = \left( I - i \tau A - \frac{(\tau A)^2}{2} \right)^{-1} \). We have that

\begin{align*}
u_k - u_{k-1} \tau &= -i \sum_{m=1}^{k} \left( I - \frac{i \tau A}{2} \right) P^{k-m+1} \sum_{l=1}^{m} F_{l-1} \left( D^{2,\alpha} u_{l-1} \right) \tau \\
&+ \frac{1}{i} \sum_{m=1}^{k-1} \left( I - \frac{i \tau A}{2} \right) P^{k-m} \sum_{l=1}^{m} F_{l-1} \left( D^{2,\alpha} u_{l-1} \right) \tau \\
&= -i \sum_{l=1}^{k} \left( I - \frac{i \tau A}{2} \right) P^{k-l+1} F_{l-1} \left( D^{2,\alpha} u_{l-1} \right) \tau, 1 \leq k \leq N.
\end{align*}

(49)
Then, we get
\[
\frac{u_{k+1} - 2u_k + u_{k-1}}{\tau^2} = -i \left( I - \frac{i\tau A}{2} \right) PF_0 \left( D^{2,\alpha}u_0 \right)
\]
\[
= -i \sum_{l=2}^{k} \left( I - \frac{i\tau A}{2} \right) P^{k-l+1} \left( F_{l-1} \left( D^{2,\alpha}u_{l-1} \right) - F_{l-2} \left( D^{2,\alpha}u_{l-2} \right) \right), \quad 2 \leq k \leq N - 2. \quad (50)
\]

Applying formulas (39), (49) and (50), we get
\[
D_{\tau}^{2,\alpha}u_0 = 0, \quad D_{\tau}^{2,\alpha}u_1 = \frac{\tau^{1-\alpha}}{\Gamma(3-\alpha)2^{1-\alpha}} \left( -i \left( I - \frac{i\tau A}{2} \right) PF_0 \left( D^{2,\alpha}u_0 \right) \right),
\]
\[
D_{\tau}^{2,\alpha}u_2 = -i \frac{3^{2-\alpha} \tau^{1-\alpha}}{2^{1-\alpha}\tau \alpha} \left( I - \frac{i\tau A}{2} \right) P \times \left( 2\alpha + 3 \right) \left( \sum_{l=1}^{2} \left( D^{2,\alpha}u_{l-1} \right) \tau \right) + (\alpha - 30) F_0 \left( D^{2,\alpha}u_0 \right) \tau,
\]
\[
D_{\tau}^{2,\alpha}u_k = \sum_{m=2}^{k-1} \left\{ \frac{\tau^{1-\alpha}}{\Gamma(2-\alpha)m \eta(k-m)} \left( -i \sum_{l=1}^{m-1} \left( I - \frac{i\tau A}{2} \right) P^{m-l} F_{l-1} \left( D^{2,\alpha}u_{l-1} \right) \tau \right) \right\} \frac{\left( k-m+1 \right) \eta(k-m)}{1-\alpha} \frac{\left( k-m+1 \right) \zeta(k-m)}{2-\alpha} \left( I - \frac{i\tau A}{2} \right) P \times \left( \sum_{m=2}^{m} \left( F_{l-1} \left( D^{2,\alpha}u_{l-1} \right) - F_{l-2} \left( D^{2,\alpha}u_{l-2} \right) \right) \tau + F_0 \left( D^{2,\alpha}u_0 \right) \right)
\]
\[
- \frac{i\tau^{1-\alpha}}{\Gamma(2-\alpha)2^{1-\alpha}} \left( I - \frac{i\tau A}{2} \right) P \sum_{l=1}^{k-1} P^{k-1-l} F_{l-1} \left( D^{2,\alpha}u_{l-1} \right) \tau
\]
\[
+ \frac{-i\tau^{1-\alpha} \left( 3-\alpha \right)}{\Gamma(3-\alpha)2^{2-\alpha}} \left( I - \frac{i\tau A}{2} \right) P \times \left( F_0 \left( D^{2,\alpha}u_0 \right) + \sum_{l=2}^{k-1} P^{k-1-l} \left( F_{l-1} \left( D^{2,\alpha}u_{l-1} \right) - F_{l-2} \left( D^{2,\alpha}u_{l-2} \right) \right) \right), \quad 3 \leq k \leq N \quad (51)
\]

The recursive formula for the solution of difference scheme (48) is
\[
\frac{i}{\tau} \frac{u^{(j)}_k - u^{(j)}_{k-1}}{u^{(j)}_k} + A \left( I - \frac{i\tau A}{2} \right) u^{(j)}_k = \left( I - \frac{i\tau A}{2} \right) \sum_{l=1}^{k} F_{l-1} \left( D^{2,\alpha}u^{(j)}_{l-1} \right) \tau,
\]
\[
1 \leq k \leq N, \quad u^{(j)}_0 = 0, \quad j = 1, 2, ..., \quad u^{(0)}_k \text{ is given.} \quad (52)
\]

From (51) and (52) it follows
\[
D_{\tau}^{2,\alpha}u^{(j)}_0 = 0, \quad D_{\tau}^{2,\alpha}u^{(j)}_1 = \frac{\tau^{1-\alpha}}{\Gamma(3-\alpha)2^{1-\alpha}} \left( -i \left( I - \frac{i\tau A}{2} \right) PF_0 \left( D^{2,\alpha}u^{(j)}_0 \right) \right),
\]
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exists a unique solution uniformly with respect to \( \tau \), the solution of these difference schemes uniformly with respect to \( \tau \).

Abstract Theorem 5.1 permit us to establish theorems on the existence of a bounded accuracy difference scheme for the approximate solutions of problems (11) and (14).

\( u = (e^{it} - 1) \sin x \).

First, we consider the following one-dimensional problem with the exact solution

\[
D^{2\alpha} u_2 = -i \frac{3^{2-\alpha} \Gamma(4-\alpha)}{24^{\alpha} \Gamma(4-\alpha)} \left( I - i\tau A \right) P \times \left( 2\alpha + 3 \right) \left( \sum_{i=1}^{2} P^{2-i} F_{l-1} \left( D^{2\alpha} u^{(j)}_{l-1} \right) \tau \right) + \left( \alpha - 30 \right) F_0 \left( D^{2\alpha} u^{(j)}_0 \right) \tau \),
\]

\[
D^{2\alpha} u^{(j)}_k = \sum_{m=2}^{k-1} \left\{ \frac{\tau^{1-\alpha}}{\Gamma(2-\alpha)} \eta(k-m) \left( -i \sum_{i=1}^{m-1} \left( I - \frac{i\tau A}{2} \right) P^{m-i} F_{l-1} \left( D^{2\alpha} u^{(j)}_{l-1} \right) \right) \right. \\
+ \frac{-i\tau^{1-\alpha}}{\Gamma(1-\alpha)} \left( \frac{(k-m+1)\eta(k-m)}{1-\alpha} + \frac{(k-m+1)\zeta(k-m)}{2-\alpha} \right) \left( I - \frac{i\tau A}{2} \right) P \times \left( \sum_{i=2}^{m} P^{m-i} \left( F_{l-1} \left( D^{2\alpha} u^{(j)}_{l-2} \right) - F_{l-2} \left( D^{2\alpha} u^{(j)}_{l-2} \right) \right) \right) + F_0 \left( D^{2\alpha} u^{(j)}_0 \right) \right. \\
- \frac{i\tau^{1-\alpha}}{\Gamma(2-\alpha)2^{1-\alpha}} \left( I - \frac{i\tau A}{2} \right) P \sum_{l=1}^{k-1} P^{k-1-l} F_{l-1} \left( D^{2\alpha} u^{(j)}_{l-1} \right) \tau \\
+ \frac{-i\tau^{1-\alpha}(3-\alpha)}{\Gamma(3-\alpha)2^{2-\alpha}} \left( I - \frac{i\tau A}{2} \right) P \times \left( F_0 \left( D^{2\alpha} u^{(j)}_0 \right) + \sum_{l=2}^{k-1} P^{k-1-l} \left( F_{l-1} \left( D^{2\alpha} u^{(j)}_{l-1} \right) - F_{l-2} \left( D^{2\alpha} u^{(j)}_{l-2} \right) \right) \right), \quad 3 \leq k \leq N, \\
\]

\( j = 1, 2, ..., u^{(j)}_k \) is given.

**Theorem 5.1.** Let the assumptions of Theorem 2.1 be satisfied. Then, there exists a unique solution \( u^* = \{ u_k \}_{k=0}^N \) of difference scheme (48) which is bounded in \( H^2 \) uniformly with respect to \( \tau \).

Note that in a similar manner as section 3, we can construct implicit second order of accuracy difference scheme for the approximate solutions of problems (11) and (14). Abstract Theorem 5.1 permit us to establish theorems on the existence of a bounded solution of these difference schemes uniformly with respect to \( \tau \) and \( h \).

6. Numerical results

Here, we implement iterated first and second order of accuracy difference schemes for one and multi-dimensional semilinear fractional Schrödinger problems.

First, we consider the following one-dimensional problem with the exact solution \( u = (e^{it} - 1) \sin x \).

\[
\begin{aligned}
&i \frac{\partial u(t,x)}{\partial t} - \frac{\partial^2 u(t,x)}{\partial x^2} = \int_0^t \sin \left( D^a (u(s,x) - (e^{is} - 1) \sin x) \right) ds \\
&- \sin x, 0 < x < \pi, 0 < t < 1, \\
u(0,x) = 0, 0 < x < \pi, \\
u(t,0) = u(t,\pi) = 0, 0 < t < 1.
\end{aligned}
\]
Applying difference schemes (18), (37) and (48) for the approximate solution of problem (54), we get the system of nonlinear equations. To get the solutions of the problem, we convert the problem into a system of matrices and we use fixed point iteration and a modified Gauss-elimination method to deal with the matrix equation. Throughout the experiments, iterations start with \( u_n^k = 0 \) and terminate when the error between each iteration becomes less than \( 10^{-7} \) in the given norm. The errors of the numerical solutions are computed by formula

\[
E_{MN}^N = \max_{1 \leq k \leq N, 1 \leq n \leq M-1} |u(t_k, x_n) - u_n^k|,
\]

where \( u(t_k, x_n) \) represents the exact solution and \( u_n^k \) represents the terminated numerical solution at \( (t_k, x_n) \) and the results are given in following tables.

Table 1: Errors of DS(18),(37) and (48) for \( \alpha = 0.25 \) when \( h = 0.002\pi \).

<table>
<thead>
<tr>
<th>Method/N</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS (18)</td>
<td>4.80 \times 10^{-2}</td>
<td>2.42 \times 10^{-2}</td>
<td>1.22 \times 10^{-2}</td>
<td>6.14 \times 10^{-3}</td>
</tr>
<tr>
<td>DS (37), r=0</td>
<td>8.59 \times 10^{-4}</td>
<td>2.08 \times 10^{-4}</td>
<td>5.26 \times 10^{-5}</td>
<td>1.54 \times 10^{-6}</td>
</tr>
<tr>
<td>DS (37), r=1</td>
<td>8.36 \times 10^{-4}</td>
<td>1.90 \times 10^{-4}</td>
<td>4.37 \times 10^{-5}</td>
<td>9.94 \times 10^{-6}</td>
</tr>
<tr>
<td>DS (37), r=2</td>
<td>9.99 \times 10^{-4}</td>
<td>2.53 \times 10^{-4}</td>
<td>6.32 \times 10^{-5}</td>
<td>1.56 \times 10^{-4}</td>
</tr>
<tr>
<td>DS (48)</td>
<td>9.21 \times 10^{-4}</td>
<td>2.31 \times 10^{-4}</td>
<td>5.76 \times 10^{-5}</td>
<td>1.43 \times 10^{-5}</td>
</tr>
</tbody>
</table>

Table 2: Errors of DS (18),(37) and (48) for \( \alpha = 0.50 \) when \( h = 0.002\pi \).

<table>
<thead>
<tr>
<th>Method/N</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS (18)</td>
<td>6.07 \times 10^{-2}</td>
<td>3.07 \times 10^{-2}</td>
<td>1.55 \times 10^{-2}</td>
<td>7.77 \times 10^{-3}</td>
</tr>
<tr>
<td>DS (37), r=0</td>
<td>9.04 \times 10^{-4}</td>
<td>2.13 \times 10^{-4}</td>
<td>5.29 \times 10^{-5}</td>
<td>1.51 \times 10^{-5}</td>
</tr>
<tr>
<td>DS (37), r=1</td>
<td>1.22 \times 10^{-2}</td>
<td>2.76 \times 10^{-3}</td>
<td>6.14 \times 10^{-4}</td>
<td>1.35 \times 10^{-4}</td>
</tr>
<tr>
<td>DS (37), r=2</td>
<td>1.04 \times 10^{-2}</td>
<td>2.64 \times 10^{-3}</td>
<td>6.60 \times 10^{-4}</td>
<td>1.60 \times 10^{-4}</td>
</tr>
</tbody>
</table>

Table 3: Errors of DS (18),(37) and (48) for \( \alpha = 0.75 \) when \( h = 0.002\pi \).

<table>
<thead>
<tr>
<th>Method/N</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS (18)</td>
<td>6.10 \times 10^{-2}</td>
<td>3.09 \times 10^{-2}</td>
<td>1.55 \times 10^{-2}</td>
<td>7.79 \times 10^{-3}</td>
</tr>
<tr>
<td>DS (37), r=0</td>
<td>9.99 \times 10^{-4}</td>
<td>2.24 \times 10^{-4}</td>
<td>5.45 \times 10^{-5}</td>
<td>1.55 \times 10^{-5}</td>
</tr>
<tr>
<td>DS (37), r=1</td>
<td>2.02 \times 10^{-2}</td>
<td>4.89 \times 10^{-3}</td>
<td>1.12 \times 10^{-3}</td>
<td>2.53 \times 10^{-4}</td>
</tr>
<tr>
<td>DS (37), r=2</td>
<td>1.11 \times 10^{-2}</td>
<td>2.86 \times 10^{-3}</td>
<td>7.15 \times 10^{-4}</td>
<td>1.73 \times 10^{-4}</td>
</tr>
</tbody>
</table>

As it is seen in Table 1, Table 2 and Table 3 present the errors of difference schemes (18),(37) and (48) for \( \alpha = 0.25, \alpha = 0.50 \) and \( \alpha = 0.75 \), respectively. Some numerical results are given. If \( N \) are doubled and \( M \) is considered constant as \( M = 250 \), the value of errors decrease by a factor of approximately 1/2 for the first order of accuracy difference scheme (18) and the value of errors decrease by a factor of approximately 1/4 for the second order of accuracy difference schemes (37) and (48).
Second, we consider the following two-dimensional problem with the exact solution
\[ u(t, x, y) = (e^{2it} - 1) \sin x \sin y. \]

\[
\begin{cases}
  t \frac{\partial u(t, x, y)}{\partial t} - \frac{\partial^2 u(t, x, y)}{\partial x^2} - \frac{\partial^2 u(t, x, y)}{\partial y^2} = \int_0^t \sin(D^\alpha (u(s, x, y) - (e^{2is} - 1) \sin x \sin y)) \, ds \\
  -2 \sin x \sin y, 0 < x, y < \pi, 0 < t < 1, \\
  u(0, x, y) = 0, 0 \leq x, y \leq \pi, \\
  u(t, 0, y) = u(t, \pi, y) = u(t, x, 0) = u(t, x, \pi) = 0, 0 \leq t \leq 1, 0 \leq x, y \leq \pi,
\end{cases} \tag{56}
\]

Applying difference schemes (18), (37) and (48) for the approximate solution of problem (56), we get the system of nonlinear equations. To get the solutions of the problem, we convert the problem into a system of matrices and we use fixed point iteration and a modified Gauss-elimination method to deal with the matrix equation. We get similar numerical results for \( \alpha = 0.25, 0.50 \) and \( 0.75 \), respectively. If \( N \) are doubled and \( M \) is considered constant as \( M = 100 \), the value of errors decrease by a factor of approximately \( 1/2 \) for the first order of accuracy difference scheme (18) and the value of errors decrease by a factor of approximately \( 1/4 \) for the second order of accuracy difference schemes (37) and (48).

6. Conclusion and our future plans

1. In this study, the initial value problem (1) for semilinear fractional Schrödinger integro-differential equation in a Hilbert space with a self-adjoint positive definite operator.

- The main theorem on the existence and uniqueness of a bounded solution of problem (1) is established.
- The application of the main theorem to two semilinear fractional Schrödinger type partial differential equations is considered.
- The first and second order of accuracy stable difference schemes for the solution of problem (1) are presented.
- The theorem on the existence and uniqueness of a bounded solution uniformly with respect to time step of these difference schemes are established.
- The application of this theorem to two semilinear fractional Schrödinger type partial differential equations is considered.
- Numerical results are given for one and two dimensional fractional Schrödinger type partial differential equations.

2. We are interested in studying the uniform two-step difference schemes and asymptotic formulas for the solution of initial value perturbation problem

\[
\begin{cases}
  \varepsilon^2 u''(t) + iu'(t) + Au(t) = \int_0^t f(s, D_s^\alpha u(s)) \, ds, & t > 0, \\
  u(0) = 0, \quad u'(0) = 0
\end{cases}
\]

for a semilinear delay hyperbolic equation in a Hilbert space $H$ with the self-adjoint positive definite operator $A$ and with $\varepsilon \in (0, \infty)$ parameter multiplying the highest order derivative term.

Earlier time in [AF] the uniform difference schemes and asymptotic formulas for the solution of initial value perturbation problem for a linear hyperbolic equation in a Hilbert space with the self-adjoint positive definite operator and with $\varepsilon \in (0, \infty)$ parameter multiplying the highest order derivative term were presented and investigated.


3. Investigate the bounded solution of the identification problem for semilinear fractional Schrödinger integro-differential equation

\[
iu'(t) + Au(t) = p + \int_0^t f(s, D_s^\alpha u(s)) \, ds, \quad 0 < t < T, \quad u(0) = 0, \quad u(T) = \varphi
\]

in a Hilbert space $H$ with the self-adjoint positive definite operator $A$.


4. Investigate the bounded solution of the initial value problem for semilinear fractional Schrödinger integro-differential equation with time delay

\[
\begin{cases}
  iu'(t) + Au(t) = \int_0^t f(s, D_s^\alpha u(s-w)) \, ds, & 0 < t < \infty, \\
  u(t) = \varphi(t), & -w \leq t \leq 0
\end{cases}
\]

is considered in a Hilbert space $H$ with a self-adjoint positive definite operator $A$.


5. We are interested in studying the boundedness solution of the initial value problem for involutory semilinear fractional Schrödinger integro-differential equation

\[
iu'(t) + Au(t) + bAu(-t) = \int_0^t f(s, D_s^\alpha u(s)) \, ds, \quad -\infty < t < \infty, \quad u(0) = 0.
\]


Thanks for your attendance